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A Survey on the Location Management
Problem in Mobile Networks
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Abstract—The question ”Where is X?” is one of the commonly
asked questions in our daily life. In mobile networks, this is
connected with a fundamental location management problem,
whose goal is to maintain a centralized/distributed database
which maps X to its current location. X could be a person, a
mobile host, an IP address, or a telephone number. X’s location is
a conceptual term which may be reflected by a physical or relative
location, a logical area, a subnet, or a cell ID. In this article,
we review this essential issue in three major types of network
architectures: cellular networks, IP networks, and mobile ad-
hoc networks. Although each particular network has its own
concerns, the problem can be analyzed from two aspects: update
and page. Finally, We summarize the article by introducing recent
location management standardization reports and suggesting a
cross-domain framework for different networks to share location
information.

Index Terms—cellular networks, location management, mobile
ad hoc networks, mobile computing, mobile IP, peer-to-peer
networks, wireless networks, location management.

I. INTRODUCTION

MOBILE computing and wireless communications are
perhaps the fastest growing areas in recent years. Not

only have we seen a variety of emerging wireless networking
technologies (such as GSM, GPRS, WCDMA, cdma2000,
IEEE 802.11 WLAN, and Bluetooth), but also are there
numerous portable computing devices widely available (such
as laptops, tablet PCs, PDAs, and handsets). The marriage of
these two fields has made ubiquitous computing and commu-
nications possible.

The commonly asked question, “Where is X?”, in our daily
life has a strong connection to mobile networks. In human
life, X can be a movable person or object, and the answer
to the question can be a physical, a logical, or a relative
location (e.g., “45.7th mile of highway I-95”, “at the north
of Miami”, or “under the table”). In mobile networks, “Where
is X?” is connected to a fundamental location management
problem, whose goal is to maintain a centralized/distributed
database which maps X to its current location. In different
networks, X could be a person, a mobile host, an IP address,
or a telephone number. X’s location is a conceptual term
to reflect X’s residency in the network, such as a physical
location, a relative location, a logical area, a subnet, or a cell
ID. Table I shows the location management issue in different
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wireless and mobile networks. In GSM networks, the problem
is to map a telephone number (Mobile Station ISDN) to a
location area (LA), which is a set of base stations. Also being a
cellular network, the third generation wireless telecommunica-
tion system cdma2000 incorporates other positioning strategies
to further enhance location tracking precision beyond LAs.
Those positioning techniques include A-GPS (Assisted-GPS),
TDOA (Time Difference of Arrival), and E-OTD (Enhanced
Observed Time Difference of Arrival), etc. Many of recently
released cdma2000 1X mobile handset models are claimed to
support A-GPS features. In the Internet society, the Mobile
IP is accepted as a standard to support IP mobility. The
“home” of a mobile host must maintain the current subnet
that the host is currently visiting so as to correctly deliver
packets to it. Many services in the emerging ad hoc/sensor
networks also count on locations of hosts or objects. In such
networks, positions are typically reflected by 2D/3D physical
coordinates. A number of indoor positioning systems will be
introduced in Section III-A.

In this article, we review important works of the location
management problem in three types of mobile networks:
cellular networks, IP networks, and mobile ad hoc networks.
Although each particular network has its own concerns, the
problem can be analyzed from two aspects: update and
page/query. The updating process notifies the location servers
of the current locations of mobile stations. In search of a
mobile station, the paging process queries the servers to iden-
tify the exact/possible locations of a mobile station before the
actual search. This avoids the potentially high costs of doing a
global search. Updating and paging costs are tradeoffs. More
frequent updates can preserve the freshness of the information
in location servers, thus reducing the paging costs. On the
contrary, less frequent updates can save updating costs, but
may incur higher paging costs, especially for highly mobile
stations.

This article has two purposes: (a) to serve as a review and
(b) to act as a bridge among different mobile networks for
the location management problem. Section II reviews related
literature articles in infrastructure-based networks, including
cellular and IP networks. Section III reviews the location
management protocols in mobile ad hoc/sensor networks. In
Section IV, we introduce the OSA (Open Service Access) con-
cept promoted by 3GPP (3rd Generation Partnership Project)
[4]. The OMA (Open Mobile Alliance) [6] and former LIF
(Location Inter-operability Forum) will be introduced as well.
Then, a unified framework for reusing location resources
across different network domains is suggested. Section V
draws our conclusions.
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TABLE I
LOCATION MANAGEMENT ISSUES IN DIFFERENT MOBILE NETWORKS.

identity location tracking strategies
GSM/ MSISDN location area (LA)/ time/movement/distance-based,

cdma2000 enhanced Cell ID/ BS-initiated, centralized servers (HLR/VLR),
<latitude, longitude> A-GPS/TDOA/E-OTD

centralized servers
IP networks IP address subnet time-and-movement-based, terminal-initiated,

centralized servers (home agent)
ad hoc/sensor IP/MAC address 2D/3D coordinates time/distance-based, host-initiated,

networks distributed servers (virtual home zone, grid, etc.)

II. LOCATION MANAGEMENT IN INFRASTRUCTURE-BASED
NETWORKS

A. Location Management in Cellular Networks

For cellular networks, we raise the instance GSM telecom-
munication system [23]. GSM stands for Global System
for Mobile Communications, whose architecture is shown
in Fig. 1(a). Defined by the radio coverage areas of Base
Transceiver Stations (BTSs), the operating region is parti-
tioned into cells. Multiple BTSs can be controlled by a Base
Station Controller (BSC). The location management unit in
GSM is called a Location Area (LA). Each LA consists of at
least one BSC, but cells of a BSC may belong to different
LAs. A Mobile Switching Center (MSC) is responsible for
directing calls to subscribers in one or more than one LA.
Calls originating from or terminating in the fixed network
(PSTN/ISDN) are handled by the Gateway Mobile Switching
Center (GMSC). In GSM, the configuration of LAs, BSCs,
and MSCs are left open to system providers. Hence, this can
be directed to an optimization problem.

In GSM, two essential databases are exercised to achieve
location management and call control: Home Location Register
(HLR) and Visitor Location Register (VLR). The HLR stores
service profiles of all registered subscribers, with MSISDN
as the searching key. Each MSC is accompanied by a VLR
database, which keeps record of the LA where each mobile
subscriber is currently located within its service area. In search
of a mobile subscriber, say MS1 in Fig. 1(a), the HLR is first
interrogated, which will indicate that MSC1 is being visited.
Then MSC1 checks VLR1 and finds that MS1 is now within
the service area of LA1. Finally, mobile stations in LA1 are
all paged and MS1 is reached.

There are two basic operations to determine a user’s exact
location: location update and paging. To keep the database in
HLR up-to-date, an important aspect of location management
in GSM is the location update strategies. Frequent update
activities ensure the freshness of location information in
databases, so as to reduce the paging misses and thus the
paging cost. Paging and updating are tradeoffs, thus leading
to an optimization problem. In the literature, solutions to the
problem can be classified into time-, location-, movement-, and
distance-based.

For the third generation wireless telecommunication sys-
tems, cdma2000 standard is expected to deliver more location-
based services by incorporating several positioning technolo-
gies (A-GPS/TDOA/E-OTD for instance) to increase location
tracking precision. In the US, the Federal Communications

Commission (FCC) has started the E911 (Enhanced 911) effort
since 1996. The E911 services mandate telecommunication
operators to provide caller location information in response to
emergency requests. Many of the major cdma2000 operators
chose A-GPS solution to meet the E911 requirements. A-
GPS can provide more precise location information and detect
weaker signals than those that conventional GPS receivers
require. However, in some urban settings (such as dense
multi-story large buildings, underground subway stations, and
steel/concrete indoors, etc.), A-GPS dose not work well.
According to previous reports, A-GPS is superior to pure
GPS for outdoor environments and inferior to GPS when
used indoors. Other alternatives beyond A-GPS include TDOA
and E-OTD, which had been adopted by some operators.
These techniques may provide location fixes in some harsh
indoor environments, though they lack 3D positioning. With
similar purposes, in July 2000, the European Commission
(EC) initiated the LOCUS (Location of Cellular Users for
Emergency Services) project to assist the European Union
(EU) on implementing E112 (Enhanced 112) emergency call
services. According to the LOCUS assessment report, there
is no single positioning technology sufficient in meeting all
service requirements. A combination of various technologies,
for example A-GPS+E-OTD, may yield better performance at
the cost of higher implementation complexities.

B. Location Management in IP Networks

Originally designed for stationary hosts, the Internet as-
sumes that hosts always have fixed points of attachments.
Hosts’ identities, i.e., IP addresses, are in fact “location-
dependent,” in the sense that an IP address cannot move from
subnet to subnet. The Mobile IP is designed to support host
mobility without changing hosts’ IP addresses. With Mobile IP,
a mobile host can be associated with a permanent IP, despite
its visiting areas, and thus IP addresses become “location-
independent.”

The design philosophy behind Mobile IP is similar to that of
GSM networks. There is a Home Agent (HA), which maintains
a Location Directory (LD) for all mobile hosts within its
subnet. When a mobile host, say MH in Fig. 1(b), travels
to the area of a Foreign Agent (FA), it should first obtain a
care-of address (CoA). A CoA could be the FA’s address or
one freshly obtained from a local DHCP server. Then it will
register with the HA its current CoA. In the future, packets
from any Corresponding Host (CH) for MH will be routed to
HA first via standard IP routing. Then HA will interrogate its
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Fig. 1. Location management in (a) GSM system, (b) Mobile IP architecture, and (c) Mobile IPv6 architecture.

LD to obtain MH’s CoA. To provide protocol transparency,
Mobile IP adopts a tunneling mechanism by encapsulating
each IP packet with another IP header carrying MH’s CoA.
The packet can be decapsulated either at FA or at MH. Such
an IP-in-IP technique requires no modification to the original
IP layer.

The mobility management overhead in Mobile IP consists of
several costs. First, the mobility agents (HA and FA) need to
periodically advertise their existence, which can be considered
as the paging cost. A host may miss packets after it enters
a new subnet but before it successfully registers with its
HA. This depends on the frequency of advertisements and
registration delays, and the packet loss cost can also be added
to the paging cost. The update strategy of mobile hosts follows
a mixture of time-based and movement-based approaches. On
hearing an advertisement different from previous ones (which
happens as entering a new subnet or returning home), a mobile
host should register. When a mobile host does not change
its point of attachment but its previous registration is close
to expiration, it should refresh its registration too. Several
variants of mobility management strategies for Mobile IP also

exist.

1) Lookup Services in Peer-to-Peer Networks: While Mo-
bile IP requires an explicit destination identification to set up
a data flow, content-based location lookup (without dictated
identification) is implemented in peer-to-peer networks, in
search of interested data/information. Peer-to-peer (P2P) net-
works enable two or more peers to collaborate spontaneously
in a network of equals (peers) by using appropriate information
and communication systems without the necessity for central
coordination. The P2P network is dynamic where peers come
and go (i.e., leave and join the group). Peer-to-peer network
models such as Gnutella [2], Freenet [1], and Napster [3]
have become popular for sharing information and data through
direct exchange.

The location management in P2P networks is also called
the lookup problem. Specifically, how can we find any given
data item in a large P2P network in a scalable manner, without
any centralized servers or hierarchy? In serverless approaches,
flooding-based search mechanisms are used such as DFS with
depth limit D (in Freenet) or BFS with depth limit D (in
Gnutella), where D is the system-wide maximum TTL of a
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message in hops. In limited server-based approaches, location
information is kept to a limited region of nodes such as within
a predefined hops as in local indices [37]. In NEVRLATE [11],
nodes are organized in a logical 2-D grid with a set of servers
enabling registration (publish) in one ”horizontal” dimension
and lookup in the other ”vertical” dimension.

In the server-based approaches, each node acts as a server
for a subset of data items. The operation lookup (key) is
supported, which returns the identity (e.g., the IP address)
of the node storing the data item with that key. The values
of the node could be actual data items, or could be pointers
to where the date items are currently stored. Each data item
is associated with a key through a hashing function. Nodes
have identifiers, taken from the same space as the keys. Each
node maintains a routing table consisting of a small subset
of nodes in the system. In this way, a overlay network is
constructed that captures logical connections between nodes.
Usually, the logical network is regular such as a ring, tree, or
mesh. When a node receives a query for a key for which it
is not responsible, the node routes the query to the neighbor
that makes the most ”progress” (normally defined in terms of
”distance” between source and destination identifies) towards
resolving the query. The above approach supports a distributed
hash table (DHT) functionality to provide a general-purpose
interface for location-independent naming services. Several
representative projects on scalable P2P system through DHT
include CAN [27], Chord [31], Pastry [29], and Tapestry [38].

III. LOCATION SERVICES IN INFRASTRUCTURE-LESS AD
HOC/SENSOR NETWORKS

The emerging Mobile Ad Hoc Network (MANET) architec-
ture has attracted much attention. Sensor networks also adopt
the similar architecture. In a MANET, hosts act equally as
routers and cooperate to relay packets. When used outdoors,
MANET is particularly attractive in providing location-based
services. It is commonly assumed that mobile hosts are at-
tached to GPS receivers to determine their own positions.
Due to the absence of fixed infrastructure in a MANET,
it is difficult to apply a centralized mechanism that always
tracks the current whereabouts of its member mobile hosts.
The infrastructure-less nature of MANETs poses a unique
technical challenge for location management compared to
other networks. Furthermore, for indoor environments where
satellite signal cannot reach the GPS receiver, or due to GPS
cost consideration, mobile hosts may need certain non-GPS
positioning techniques to identify its own location. Below
we briefly review representative indoor positioning systems in
Section III-A. Once the location information is readily avail-
able at each mobile host, Section III-B provides state-of-the-
art location management protocols in MANETs (particularly
distributed algorithms will be reviewed).

A. Indoor Positioning Techniques

Positioning in an indoor environment is a challenge research
issue. According to the positioning processes with or without
distance measurement, we can briefly categorize them into two
classes. The one which needs distance measurement is called

range-based positioning systems; the other one is range-free.
In the following, we will discuss two famous positioning
systems for each category.

The ad hoc positioning system (APS) designs a distributed
algorithm, called DV-Hop [24], based on the concept of
distance vector used in many routing algorithms. A small
fraction of nodes which are assumed to be aware of their
locations are called landmarks. They will periodically flood out
their coordinates. Similar to distance vector routing scheme,
each node maintains a table to collect updates from neighbors
and forwards these updates by the manner of hop-by-hop
dissemination. The update packets includes the coordinates
and the corresponding hop counts to the landmarks. When a
landmark receives another landmark’s updates, it can compute
a correction which denotes the average distance for one hop.
The correction packets are also flooded out. Then each node
can estimate its own location when it receives any correction
and more than 3 updates from different landmarks by the
trilateration algorithm. Another range-free positioning system
is Active Badge. It is a cell-based positioning system [35].
Several infrared receivers are equipped at some specific lo-
cations to receive signals. Users wear the badges which can
periodically emit an unique identification. The system can
identify each user’s current location according to the infrared
cell where the user currently stay.

The Active Bat system locates users by a trilateration
algorithm after distance measurement [7]. Similar to the Active
Badge, a number of receivers are mounted on the ceiling. A
central coordinator will control the receivers to periodically
emit RF signals first. Then, users carrying wireless transmit-
ters (Bats) send ultrasonic signals back and nearby receivers
measure the distances by signal traveling time. According to
these distance measurements, the trilateration algorithm is per-
formed to compute the exact users’ locations. In experiments,
the Active Bat positioning system can provide accuracy within
3cm in a three dimensional space. However, its deployment
cost is higher than other positioning systems.

The RADAR is another range-based positioning system
[26] but it does not measure distances directly. Alternatively,
it collects the signal patterns at a set of training locations.
These signal patterns will be stored at a central database.
To locate users’ current location, it compares their received
signal patterns with the ones in the database. The final location
estimation is the most similar one according to a pattern
matching algorithm. This system is sensitive to environmental
noise; thus, its accuracy is around 3 meters. However, this
system only relies on signal strengths to locate users so it
can be integrated with an existed communication infrastructure
without extra hardware cost. Some enhanced algorithms can
further improve the accuracy via tracking techniques [18]
and performance via optimization skills [19]. Furthermore,
although RADAR is originally implemented based on WiFi
signals and infrastructures, some extended researches reveal
that similar pattern-matching techniques can be applied in
GSM/LTE networks [25].

Table II summarizes these positioning systems according
to their categories, used techniques, positioning accuracy, and
extra hardware cost.
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TABLE II
THE SUMMARY OF FOUR INDOOR POSITIONING SYSTEMS.

DV-Hop Active Badge Active Bat RADAR
Category Range-free Range-free Range-based Range-based

Technique Trilateration Cell ID Trilateration Pattern Matching
Accuracy Low (Depend on Medium High (< 3cm) Medium (≈ 3m)

Topology
Extra Hardware Cost No Medium High Low

B. Location Management

Location management in MANETs can be classified as
serverless or server-based. In serverless approaches, each mo-
bile host tries to maintain location information of others either
proactively or reactively; whereas in server-based approaches,
the locations of hosts are managed by a subset of hosts. In
the literature, several distributed strategies have been devised
[9], [12]–[14], [20]. Below we review those proposals in more
detail.

As a routing protocol, the DREAM scheme [9] tries to
maintain a simple location table in each host to track the
approximated locations of other hosts. Each location entry
contains a host’s ID, moving direction, and distance to that
host, and a timestamp indicating the freshness of the infor-
mation. Location information is broadcasted periodically by
each host. To reduce traffic overheads, the distance effect is
considered: the farther two hosts are separated, the less often
they need to exchange with each other their location tables. To
realize the distance effect, each broadcast packet is assigned a
lifetime, which reflects the geographic distance the packet can
travel. A majority of packets are short-lived, and will “die”
after traveling a short distance. Long-lived packets can travel
longer distances, and are sent less frequently. The frequency
with which a host broadcasts is a function of its mobility rate.
Since information in location tables is not precise, a host,
when intending to page (and thus send packets to) another
host, needs to flood the packet in a “cone” area that is likely
to reach the host. However, this approach is not scalable to
large networks.

A rather interesting concept called virtual home region
(VHR) is proposed in [12]. Each host x periodically updates
its current position to all hosts currently residing in its own
VHR, which is a geographical region. Every host in the VHR
should store x’s current location. The VHR can be determined
by a globally known hash function with x’s identity (such as
IP or MAC address) as the input. A host who would like to
locate x can page any host in x’s VHR. So hosts only need
to keep locations of those hosts whose VHRs cover itself. A
simple way to define VHR is a center point with a fixed radius.
It is also suggested in [12] that the radius can be dynamically
adjusted based on the host density near the VHR. In general,
VHR can be of any shape. The idea is illustrated in Fig. 2.
More information can be found in [32].

A similar work geographical hash table (GHT) is addressed
in [28]. Its original purpose is provided for the applications of
data-centric storage. All nodes share an unique hash function
h(·) to map an identity to a location and all data of the same
data type d will be stored at the home node which is closest
to h(d). If we regard the identity of each node as an unique
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query A's location
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response
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Fig. 2. Location management by the Virtual Home Region (VHR) scheme.

data type, we can apply GHT to the location management
in MANETs. There are two major differences between VHR
and GHT. First, GHT is built on the top of a geographic
routing protocol GPSR [15] such that the update and query
mechanisms are fully integrated with the underlying routing
protocol. Using the perimeter-mode of GPSR, the update
packets for host x can be easily routed to the home node
after traversing the perimeter nodes enclosing h(x). Second,
considering the instability issue in MANETs, GHT proposes
a perimeter refresh protocol to provide more reliable location
management by periodically replicating location information
at the perimeter nodes enclosing h(x) besides the home node.

To extend GHT, a double ruling scheme proposed in [30]
can further provide query locality. This feature makes the rout-
ing distance of query packets depend on the distance between
the node sending query packets and the corresponding location
server. Hence, the node can obtain the location information
quickly if it is near to the location server. Instead of the
geographical routing algorithm GPSR used in GHT, the routes
of packets are delivered by the concept of the projection of
circles as follows. Given a field with boundaries, we place a
sphere on this field and map each location on the sphere to the
field. The projective mapping can be illustrated by Fig. 3(a).
If the south pole is tangent to the field, we place a luminary at
the north pole of the sphere. For each point u on the sphere,
we can project an unique point u∗ on the field. In the inverse
direction, we can also map a point u∗ on the field to the
point u on the sphere through the same projective path. Thus,
there is a one-to-one projective mapping function p(·) such
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Fig. 3. (a) The projective mapping mechanism in the double rulings scheme
and (b) an illustration of a replica curve C(u,m) and a retrieval curve
L(v,m) in the distance-sensitive retrieval scheme.

that given a point u∗ on the field, we can have an unique point
u = p(u∗) on the sphere. This projective mapping preserves
two features. First, any circle on the sphere is mapped to a
circle on the field. Seconde, for any two points u∗ and v∗ on
the field, their distance is smaller than the distance of their
mapping points p(u∗) and p(v∗) with a constant coefficient.

Based on this projective mapping model, each node x
updates its current location u∗ to the nodes whose mapping
points on the sphere are closed to a replica curve. This curve is
a great circle C(u,m) passing two mapping points u = p(u∗)
and m = p(h(x)), where the hash function h is similar to the
one in GHT. On the other hand, another node y which wants
to query x’s current location can follow the distance-sensitive
retrieval scheme proposed in [30]. First, the sphere is rotated
such that m is at the north pole. Because replica curves are
great circles, C(u,m) is one of longitude curves. Then, we
generate another retrieval curve L(v,m) which is a latitude
curve passing the mapping point v = p(v∗) of y’s location v∗

on the sphere with m as its north pole. An example is shown in
Fig. 3(b). Follow this curve L(v,m), it is guaranteed that the
distance traversed by the query packets is bounded by O(d)
where d denotes the distance between u and v (detailed proof
can be found in [30]).

A hierarchical, grid-based strategy called Grid’s Location
Service (GLS), originally motivated by [8], is proposed in [20].
A host only needs to maintain location information of some
nodes. GLS partitions the network region into a hierarchy
of squares called grids, as shown in Fig. 4. The smallest
grids are order-1 squares. An order-n square consists of four
neighboring order-(n − 1) squares. For example, in Fig. 4,
an order-2 grid covers four order-1 squares, while an order-3
grid consists of four order-2 squares. This leads to a property
that for any i ≥ 1, each host is resident in exactly one order-i
square, which has three sibling squares of the same order. Each
host x is assumed to have a unique ID and will distributedly
and dynamically select a set of hosts as its location servers.
Within an order-1 square, x maintains the location information
of all other hosts in the same square. For all other order-i
squares, i ≥ 1, host x recruits one host within each of the
three sibling order-i squares of the order-i square where x is
currently resident as its location servers. The recruiting rule is
such that the server’s ID must be “closest” to x’s ID within
the considered order-i square, where “closest” is defined to
be the least ID greater than x’s by regarding numbers in a
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Fig. 4. Location management in the GLS (Grid’s Location Service) scheme.

circular manner. For example, in Fig. 4, host 18 serves as its
own location server within its own order-1 grid, and selects
hosts 15, 68, and 19 in the three sibling order-1 squares as
its location servers. Hosts 27, 30, and 20 are selected as 18’s
location servers in the three sibling order-2 squares of 18’s own
order-2 square. Note that by “circular”, host 15 is considered
“closer to” 18 than 17 in the square where 15 serves as the
server. So hosts will have equal opportunity to serve as servers.

To query the location of another host y, a host simply
searches its own location database for the entry that is closest
to y, say y′. If y′ = y, this is done. Otherwise, the host sends
a query to y′ (in which case the host knows the location of
y′). Again, y′ searches its own location database for the entry
that is closest to y, say y′′. Either y′′ = y or y′′ is closer to y
than y′. In the latter case, a query is sent to y′′ recursively. By
repeating this process, it is guaranteed that the location of y
can be found. For example, Fig. 4 shows the path for host 75
to look for 18’s location, which will end up at host 30, which
is 18’s location server. The correctness of this protocol relies
on the fact that in any order-i sibling square, there must exist
a server of y with the least ID. Since the server also needs
to select its own location servers, the above searched hosts
y′, y′′, ... must have IDs larger than the server’s and there must
exist a chain connecting to the server. Location update can be
done similarly to querying. A host x who intends to update
its location in a square can query any host in that square. The
queried host then searches for x following the same query
procedure as above. This will end up with a query leaving
this square. The last queried host is in fact x’s server in this
square.

An extension of GLS is discussed in [36]. Instead of
selecting the host in a partition with the closest ID to host
x as the location server of x, a hash function is used to map x
directly to the location(s) of the server(s). In addition, different
logical network partitions are used so that locations of hosts
can be represented at different accuracy levels. Only a small
set of location servers needs to be updated when a host moves.

Using the same grid configuration, reference [14] proposes
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a location dissemination scheme called Geographical Region
Summary Service (GRSS). Instead of keeping exact informa-
tion, GRSS only tries to maintain rough locations of mobile
hosts. From a summary, one can easily tell whether a host
is within a region with high level of confidence. Within each
order-1 square, a host needs to know complete information
of all other hosts, produce an order-1 summary, and forward
the summary to all its three sibling order-1 squares. On
receiving order-1 summaries from all sibling squares, an order-
1 square needs to produce an order-2 summary and sends
the summary to all its three sibling order-2 squares. This is
repeated recursively for higher-order squares. Summaries are
distributed in a square by flooding.

To save space and reduce communication overhead, a sum-
mary is computed as a fixed-length bit vector. To look up a host
in a summary, we first apply n hash functions on its ID and get
n bit positions. If any of the n bit positions in the vector is not
1, the host is not in the summary. Otherwise, the host is in the
summary with high probability. It is called a “false positive”
if the host is not in the corresponding region when all n bits
are 1’s. As a result, each host keeps location information of
all other hosts, but only knows roughly in which regions they
currently reside. This is different from GLS, in which each
host keeps exact location information, but only for part of the
network. Routing is also discussed in [14] (which is beyond
the scope of this paper and is omitted here).

Many applications have been proposed for MANETs based
on location services. The LAR (location-aided routing) pro-
tocol is proposed in [17] to facilitate route discovery in a
MANET by restricting the flooding area of route requests.
Packet delivery by greedy forwarding, without going through
the route discovery procedure, is proposed in [15], which
was originally motivated by [10]. In [15], methods to route
around local dead ends (i.e., local minimum) are addressed.
A survey of position-based routing is in [22]. The concept
of geocasting which delivers packets to a group of nodes
in a specific area is discussed in [16], [21], [33]. Location
awareness and energy concerns for MANETs are addressed
together under an integrated architecture in [34].

IV. FRAMEWORK FOR CROSS-DOMAIN LOCATION
RESOURCES ACCESS

Location-based services allow mobile users to receive ser-
vices based on their geographical positions. Unfortunately, as
reviewed, different mobile networks usually adopt different
positioning models and techniques. In order to realize cross-
domain mobile services, several leading groups, such as 3GPP,
3GPP2, OMA, GSMA, and CDG, have dedicated efforts to
interoperable services. Below, we discuss the OSA (Open
Service Access) framework promoted by 3GPP and suggest
possible integration with IP-based networks. The emerging
OMA (Open Mobile Alliance) group, which has consolidated
over 300 companies, will also be introduced. Our discussion
will focus on the related location data sharing mechanisms.

First released in year 2000, OSA [4] was defined by 3GPP
to enable fast third-party application developments. To shorten
the time-to-market of 3G applications, such as multi-media

messaging, m-commerce, and location-oriented services, net-
work operators typically invite third-party vendors to join
the development. To speed up the process, providers need to
develop programming interfaces for vendors to access core
networks. As a result, 3GPP has initiated the Open Service
Access (OSA) standard, which consists of a collection of open
network APIs by which third-party programmers can make use
of underlying network functionalities, including call control,
terminal status, user location, and messaging delivery.

The OSA architecture is illustrated in Fig. 5. The OSA
gateway is provided by the operator. Inside the gateway,
there are several Service Capability Features (SCFs), each
is implemented in a Service Capability Server (SCS). For
application developers, the core network capabilities can be
accessed transparently through the OSA interfaces. In this way,
third-party developers can focus on applications themselves,
and end-users can access various services by connecting to
operators’ portals as usual. Such cooperation between opera-
tors and software vendors is advantageous for both parties.

Among the various services defined in OSA, the Mobility
SCF provides an interface for querying a user’s status and loca-
tion. The OSA User Location Service specifies the interface for
tracking a mobile subscriber’s location at specific/periodical
time, or requesting location-triggered reports. The location
responses delivered by the network can be geographical posi-
tions (with an indication of accuracy) or radio cell IDs.

With similar goals to OSA, the Open Mobile Alliance
(OMA) [6] was initiated in June 2002 as an industry organi-
zation targeted at realizing user-centric mobile services across
countries, operators, and mobile terminals. By integrating the
whole mobile services value chain, all parties, including mo-
bile operators, device and network vendors, content providers,
and application developers, can work together to foster a single
common framework with open standard interfaces. OMA aims
to provide end-users with seamless mobile services. By April
2003, OMA has consolidated the Location Inter-operability
Forum (LIF), SyncML, MMS Interoperability Group (MMS-
IOP), and Wireless Village. Among the many working groups,
the Location Working Group (LOC) aims at developing inter-
operable standards for Mobile Location Services.

Since LOC continues most of the work originated by the
former LIF, it is worth elaborating its services/protocols.
LIF sets its goal on offering global location-based services
on different networks and terminals. The Mobile Location
Protocol (MLP) [5] is proposed to provide a simple yet secure
API to access the location server. All exchanging messages are
defined by XML Document Type Definitions (DTD). These
messages can be transferred through a variety of transport
protocols, including HTTP, SOAP, and SSL/TLS. Five types
of location services defined in MLP provide simple query and
reporting protocols. Relied on the highly extensible property
of XML, MLP is suitable to support cross-domain location-
based services.

Motivated by the powerful architecture of OSA and ex-
tensible message format of MLP, we propose that IP-based
networks follow similar steps to realize resource sharing as
well. The idea, as illustrated in Fig. 5, lies in a standardized
interface for outside interactions. For Mobile IP networks,
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Fig. 5. The suggested cross-domain location service framework based on Open Service Access (OSA) architecture.

the HA (Home Agent) should act as the access gateway by
providing a query interface for client applications. The location
responses would be the registered care-of addresses. For ad
hoc networks, the geographical positions (coordinates) may
also be useful for outside applications. One possible way is to
designate a representative ad hoc node as the interface gateway
(location proxy). Interested applications may request for rele-
vant location information if the ad hoc network is recognized
by the Internet world. Through unified OSA interfaces and
mobile user profiles, location-oriented applications can always
retrieve the location information whatever network the mobile
subscriber is attached to. The location information exchanging

for different networks can be handled by MLP. We believe that
such frameworks integrating the aids of OSA and OMA’s MLP
are attractive trends for efficient location-based application
deployments across various network domains.

V. CONCLUSION

We have reviewed the design issues of location management
in several different mobile networks. How to integrate location
databases of different networks to provide more attractive
location-based services poses a new challenge. We have in-
troduced 3GPP’s OSA and OMA’s MLP technologies and
suggested a unified framework to enable the cross-domain
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location-based services. We note that the emerging peer-to-
peer (P2P) and overlay networks also have the location man-
agement problem (called the lookup problem), whose goal is to
search for an object/file in a logical network with thousands or
millions of active users. All these interesting issues are closely
related to a simple question: “Where is X?”.
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