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Abstract- Most earlier works in the area of wireless mesh
network assume a single interface being equipped in each node.
In this paper, we consider the next-generation wireless mesh
networks in which each node may be equipped with multiple
radio interfaces, each capable of running in one of several modes,
one of several channels, and each capable of supporting multiple
modulations. For example, from off-the-shelf components, one can
easily construct a mesh node with multiple IEEE 802.11a/b/g
radio interfaces. Our goal is to address the resource planning and
packet forwarding issues in such an environment. The proposed
methodology is based on linear programming with network flow
principles and radio channel access/interference models. Given a
network topology, traffic requirements, and gateway capacities, we
show how to allocate network interface cards and their channels
to fully utilize channel bandwidths. The results can be used by a
wireless Internet service provider to plan their networks under
a hardware constraint so as to maximize their profits. To the
best of our knowledge, this is the first work addressing resource
planning in a wireless mesh network. Our numerical results show
significant improvement in terms of aggregate network throughput
with moderate network-layer fairness.

Keywords: linear programming, resource planning, routing,
channel assignment, wireless ad hoc network, wireless mesh
network.

I. BACKGROUND AND RELATED WORK

The wireless mesh network (WMN) is a promising solution
to the last-mile wireless Internet access problem. It can comple-
ment the limitation of WLAN coverage. Applications of WMN
include enterprise wireless backbones and community networks
[14]. In [4], two mesh hierarchies are defined: infrastructure
mesh and client mesh, where the former has much less mobility
than the latter. Reference [13] points out that a WMN may
suffer from the scalability problem as the network grows due
to the contention and interference among hosts. To mitigate
the scalability problem, one may explore advanced transmission
technologies (such as smart or MIMO antennas [10], [16],
[21]) or layer-2 or layer-3 solutions based on commodity radio
modules [2], [5], [7], [8], [11], [15], [17], [18], [20]. Several
works show how to increase WMN capacity by adaptively
adjusting the data rates [3], [6], [12], [19].

In this work, we adopt the latter approach based on commod-
ity components. We explore the possibility of multi-interface,
multi-channel model. For example, IEEE 802.11 a/b/g has 12/3/3
non-overlapping channels available. One can easily make a
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multi-interface mesh node by off-the-shelf components. Several
works have addressed the related issues. In [9], [22], [23],
the authors propose to use a dedicated interface running on a
control channel to negotiate the data channels to be used by
other interfaces. References [2], [5], [7], [11], [15], [17], [18]
propose to treat interfaces equally and some channel assignment
techniques are used to exploit spatial reuse.
The above works all assume that the number of interfaces in

each mesh node is given. In this paper, we address the resource
planning problem in a Multi-radio Multi-mode Multi-channel
Multi-rate wireless mesh network. Our approach is based on
linear programming. Based on the well-known IEEE 802.11
channel contention model, we compute the near-optimal number
of radio modules that should be equipped in each node and the
channel that should be bound with each interface. We present
two resource management and channel assignment algorithms:
Decremental Interface Management (DIM) and Incremental In-
terface Management (IIM).

Our ultimate goal is to maximize the traffic volume in/out of
Internet gateways of the mesh network, under the restrictions of
network topology (connectivity status), available resources, and
user's traffic needs. We summarize our contributions as follows:

. Instead of considering only a single factor, our approach
addresses all practical characteristics of wireless commu-
nications, including the available non-overlapping radio
channels and the interference factors among neighboring
mesh nodes.

. Resources are allocated to mesh nodes based on user's
traffic requirements, available hardware/radio modules, and
gateway capacities. We allow nodes to have different num-
bers of radio interfaces. Not only addressing the related
multi-channel issues, we also provide a guideline to wisely
distribute the deployment costs considering an optimized
network system. To the best of our knowledge, this is the
first work addressing resource planning in wireless mesh
networks.

. In order to enable simultaneous traffic incoming/outgoing
through different radio modules of the same mesh host, we
propose to perform multi-path packet forwarding (data flow
splitting) to further exploit the benefits of having multiple
transceivers. This idea will be elaborated in more detail in
Section II-D.

The remaining paper is organized as below. In Section II,
we introduce the proposed network architecture, our linear
programming model for network optimization, two resource
management and channel assignment algorithms, and our packet
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Fig. 1. Illustration of the multi-radio benefits (the number associated with
each edge indicates the channel number used): (a) enabling simultaneous trans-
missions between routes (inter-route contention removed); (b) further enabling
simultaneous transmissions between consecutive hops along a route (inter-hop
contention eliminated).

Fig. 2. A mesh network with heterogeneous Internet gateways.

forwarding strategy. Section III presents the network settings
and detailed numerical results. Finally Section IV draws our
conclusions and future plans.

II. RESOURCE PLANNING IN A WIRELESS MESH NETWORK

This section first defines the architecture of our proposed
wireless mesh network. Then we propose a linear programming
model to allocate radio interfaces to mesh nodes and bind
channels to these radio interfaces. Two schemes called Decre-
mental Interface Management (DIM) and Incremental Interface
Management (IIM) are proposed. In Section II-D, we re-visit
the contention problems as depicted in Fig. 1, and propose a
multi-path packet delivery function (mPDF) to further exploit
the advantage of having multiple radios and channels.

A. Network Architecture
We consider a next-generation network as shown in Fig. 2.

Each mesh node is equipped with one or multiple wireless
interfaces. Each interface can operate in one of several modes.
In this work, we consider IEEE 802.11 a/bIg. Each antenna
can be either omni-directional or directional. Also, an interface
can support multiple modulations with different transmission
rates. It is assumed that an interface is capable of selecting the
best modulation depending on the channel quality. We consider
link asymmetry, in the sense that the transmission rate in one
direction of a link could be different from that of the other.
The mesh network may have multiple heterogeneous Internet
gateways with different bandwidths.

B. Linear Programming Model
To construct a cost-efficient WMN, we need to allocate

interfaces to nodes, assign channels to them, and balance traffic
loads among gateways. The network is modeled by a directed
graph G = (V, E), where V is the set of mesh nodes and E
the set of wireless links. Note that E is determined by how
we allocate interfaces. We make the following assumptions and
define some notations:

* There are totally N interfaces available.
* The maximal number of non-interfering channels is C.

Fig. 3. An example wireless mesh network graph with separate mesh hosts
and Internet gateways.

. All user traffic is destined to the Internet. We assume that
each mesh node vi is associated with an uplink load upper
bound uu, a downlink load upper bound ud, an uplink load
lower bound lu, and a downlink load lower bound ld.

. A subset V9 C V of mesh nodes are designated as Internet
gateways and the remaining subset Vh are designated
as hosts, that is, V = Vh U Vg. We assume that only
hosts in Vh generate traffic. In case gateways in Vg
have some traffic demand, we can re-define the node set
V. For instance, we can formulate an example network
architecture as a bidirectional graph illustrated in Fig. 3.
We create two virtual gateway nodes, v1o and vll, which
deal with traffic relaying without generating traffic and have
unlimited bandwidth to/from neighboring hosts, v3 and V5.
In addition, for each vm C V9, we use Bu and Bd to
denote its uplink and downlink bandwidths, respectively,
to the Internet.

* For each pair of neighboring hosts vi and vj, the best bit
rates from vi to vj and from vj to vi on channel k, k =
1 ... C, are denoted by fij [k] and fji [k], respectively. Note
that the existence of such wireless links between vi and vj
depends on how we allocate interfaces to vi and vj. If any
of vi and vj does not have an interface on channel k, we
simply let fij [k] = fji [k] = 0. The best rates may depend
on factors such as signal quality, transmission distance, etc.
For link asymmetry, it is not necessary that fij [k] = fji [k].

* Depending on how interfaces are allocated, we define the
set of wireless links operating on channel k as Ek =

{eijIf$k] > O}. As a result, the set of all wireless links is
kiE= Uk=IE.

* In order to represent how interfaces are allocated and how
channels are bound, we define a channel vector ci[k] for
each host vi:

f 1 if vi have an interface operating on channel k
C1[k] l~0 otherwise.

Note that it makes no sense to bind multiple interfaces of
a host to the same channel. So the number of interfaces
owned by vi is the cardinality of ci [k]. In Section II-C, we
will discuss how to determine these vectors. Then we can
define the connectivity vector ci [k] between vi and vj:

f Ci[k] X Cj[k] if eij C EkCij[k] t 0 otherwise.

* To formulate the channel contention behavior, we define
fEk to be the set of links in the interfering range of link
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eij that also use channel k: IEfr = {epq epq E Ek and
one of vp and vq is in the interfering range of vi or vj}.
For example, one simple definition of interfering range is
to include all vi's and vj's two-hop neighbors.

* From now on, we introduce some unknown variables in
our linear programming model. We define A'j as the actual
uplink traffic load delivered from node vi, and similarly Aid
as the actual downlink traffic load destined to node vi.

* Next, we define Xi'j½k] as the actual uplink traffic generated
by source node v, over wireless link eij using channel k,
and similarly xdi,< as the downlink traffic forwarded to
destination node vd over wireless link eij using channel k.
Moreover, we define Xij[o ] as the aggregate traffic load
on wireless link eij using channel k, where Xij[o,k]
Zvs Ev(x[ij s,k] X Cij[k]) + EVdCV(Xij[d,k] X Cij[k])-

* For each gateway host vm C Vg, we define the aggregate
uplink/downlink traffic via vm to be gOut/glf to be:

out out in
gm = ,7 gs,m 7 gm

v, EV
d gd,m

VdEV

Our ultimate goal is to maximize the mesh network capacity
such that the traffic flowing in/out of the set of gateway is
the largest, without violating the traffic requirement (upper and
lower bounds) of each mesh node. Our approach is based on
linear programming. The objective function can be written as

Maximize 5 (gO + ggn)
Vm

(g M)g
subject to the following constraints: (1) general constraints:

u > lu u < uu Ad > Id Ad < d u > 0 xd > 0i - i i - i i - i 7 i - i 7 tij[s,k] - 7 tij[d,kC] - 7

iu = gOut EAd

Vm EVg

(2) gateway constraint:

: E gT '
Vm(EVg

out + gin < Bn if uplink and downlink share
the bandwidth

out < Bu in < Bd otherwise.gm - m7 gm - m

Due to the fact that radio channel bandwidth is shared by all
wireless links within the interfering range of edge eij, we add
one more constraint to reflect the channel model based on IEEE
802.11 DCF contention protocol:

S (Xpq[E,k]1fpq[k]) < 1.
epq EIEk7j

The above constraints, along with flow conservation equations
successfully formulate our linear programming model.

C. Resource Allocation and Channel Assignment Techniques
In this section, we present two algorithms to distribute avail-

able radio modules and perform channel arrangement: Decre-
mental Interface Management (DIM) and Incremental Interface
Management (IIM). Our goal is to derive the channel vector
Ci[k], VVi C Vh, and feed it back into our linear programming
(LP) model introduced in Section II-B to maximize network
throughput. Based on the two strategies, we decrease/increase
network interfaces step by step until all available modules are
used up, solving the linear model repetitively. At the end of

Input: Bounds of host traffic {u }, u } {l }, {l }, capacity of links tfj[k, }, bounds of gateway

traffic {B. } {B }, {B }, number of available channels C, number of available NICs N.

Output: Channel boolean vector{ci[k] }

Variable: Actual host traffic {2 },{2 }, actual link traffic from/to host Vs ldd {(XJ[k] } {dx k] }

actual gateway traffic {go } {g }v actual number of NICs N'.

Fig. 4. Summary of inputs, outputs, and variables used in both the DIM and
IIM procedures.
these algorithms, we can obtain ni, the required number of
IEEE 802.11a/b/g radios associated with host vi (under the N
limitation), in the following way:

c

7Ci[k] = ni,
k=1

where v, CVh ni = N.
Before we describe the two algorithms in more detail, Fig. 4

summarizes the inputs, outputs, and variables used in the pro-
posed DIM and IIM mechanisms.
The first proposed technique is Decremental Interface Man-

agement (DIM), which starts from equipping each mesh host
with the maximal number of radio interfaces, i.e. C NICs, since
C is the total number of non-overlapping channels. Assume
that the number of available radio modules N is insufficient
to support C NICs on each mesh host. In addition, as we
will observe in Section III, it is not necessary to use all the
C interfaces equipped on each host in order to achieve the
maximal network throughput. Instead, several interfaces can be
removed without degrading the system, for there exist several
wireless links over certain channels with zero traffic flows based
on our LP calculation. In the proposed DIM algorithm, we
first remove those useless interfaces and check if the total
number of NICs used satisfies the N limitation. If so, the
algorithm terminates and returns the channel vector Ci[k] along
with corresponding traffic distribution patterns for our packet
delivery function (mPDF), which will be presented later in
Section II-D. Otherwise, we need to evaluate each NIC and find
out a least useful interface for removal from the system. This
process is repeated until the total number of used NICs meets
the N requirement.
Now we present the interface evaluation strategy adopted

by DIM. For each NIC operating on channel k equipped on
mesh host vi, we calculate the aggregate traffic (both uplink
and downlink) a'n< handled by the interface as follows:

ij[s',k] + Xji[sl,]) +ai[k]
i#hj,vj,EVV,v ,EVh

'z#j,Vj EV,vd, EVh
zj [d' k] j+i[d',k])7 (1)

Vvi C Vh. 1 < k < C. We hope to remove the NIC with the
smallest a'k]. However, to avoid removing the only interface
that a mesh host has, we calculate the aggregate traffic a$h
experienced by vi via all interfaces equipped on the host in
the following equation:

C
aih SE a~i[k],

k=1

Vv, e Vh, and define Wi[k] = an /ah Only those NICs
with Wi[k] < 1 will be considered for removal. Among those
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Fig. 5. The idea of traffic splitting for communication flow from sender A
to receiver E in the proposed multi-path packet delivery function (mPDF): (a)
original single-path and (b) multi-path delivery by adding one more radio module
on each of nodes D and E binding to channel 5.

candidate NICs, we remove the interface which yields the
minimum value of a'i[k] x wi[k]. All interfaces are evaluated
and removed one by one until the number of total used NICs
becomes equal to N.

Next, we introduce the Incremental Interface Management
(IIM) strategy. Initially, we deploy one NIC on each mesh host,
and bind the interface to operate on the best-condition channel.
In other words, we test on all available channels, and choose
the best channel, which produces the maximal network capacity
based on our LP calculation. We then use the selected channel to
construct a single-channel wireless mesh backbone as the initial
phase in our IIM algorithm to avoid any performance bias due
to bad initial channel selection.
Assume that N is larger than the network size IVh , so as to

realize a multi-radio system. Once the initial single-radio mesh
has been optimized by our LP model, we start to add interfaces
one by one based on the LP results. This process will be repeated
until all N available NICs have been distributed out.

Note that during the process of adding interfaces, we may be
unable to find a feasible LP solution due to insufficient number
of deployed NICs for supporting required user traffics. In this
case, we repetitively reduce the traffic lower bounds (li) for
both uplink and downlink at each mesh host vi in a exponential
way (1i - li/2 - li/4 -± ..) until a feasible LP solution is
discovered. The lower bounds are restored to obtain a new LP
solution, after wireless links are evaluated and more interfaces
are added in.
Now we present the criteria for adding interfaces. We hope

to characterize the most congested wireless link so as to add
interfaces binding to another channel for traffic relief. For
more accurate judgement, we recall the set fEk of interfer-
ing links for edge eij using channel k, and define nij[k =
IfEk 1. We choose the edge eij with the maximum value of

(Xij[[o,k]fij[k]) X nij[k] (refer to Section I1-B for the definitions
of ij[O,k] and fij[k]) for adding interfaces on communicating
hosts vi and vj.

Once the most congested link is decided, we intend to select
a channel with the lightest traffic load within the neighborhood
of selected edge eij. Obviously, we want to avoid choosing the
channel that both hosts vi and vj already have. As a result, for
each candidate channel, we calculate the aggregate link traffic
ax for all links in IEk , where

a [k] Xpq[O,k],
epq cIEkj

and the aggregate link capacity af of all links in fEk as
follows:

aj.7[k] S fpq[k]
epq CIEkj

Fig. 6. The mesh grid with Internet gateways located at the upper-left and
bottom-right corners.

The IIM algorithm chooses the channel with the minimum value
of a' k] aI[k], and add interfaces on hosts vi and vj binding
to the selected channel accordingly.

D. Multi-path Packet Delivery Function (TnPDF)

As one may notice that, in the proposed linear programming
model, we maximize the network throughput by enabling simul-
taneous transmissions/receiving over non-interfering channels.
As explained previously in Fig. 1, the adoption of multiple
radio modules on mesh hosts can effectively mitigate the inter-
route and inter-hop contention problems. In this section, we re-
visit the concept of simultaneous communication actions, and
point out that our proposed methodology can further exploit the
advantage of having multiple radios and channels to achieve an
optimized WMN infrastructure.

In traditional single-radio single-channel WMNs, multi-path
packet forwarding is not favorable since multiple interference-
disjoint paths are difficult to discover due to the single-channel
inter-route contention problem. As characterized in Fig. 1, by
utilizing multiple radio modules on mesh hosts, the inter-route
contention problem can be alleviated, making the multi-path
packet forwarding become feasible. As a result, in addition to
enabling simultaneous communications between two flows, we
propose to further split traffic loads over multiple paths for a
single flow. Fig. 5 (a) shows the resulting radio and channel
configuration. Suppose that route A-C-E is the original single
path. We observe that, by adding one more radio on each of
nodes D and E binding to channel 5, we can enable two non-
interfering forwarding paths for simultaneous transmissions for
a single flow, as illustrated in Fig. 5 (b). The routing solution
provided by our proposed LP model is actually a multi-path
forwarding mechanism, to which we refer as the multi-path
packet delivery function (mPDF).

Note that the multi-path problem is a subset of the inter-
route contention problem. Multiple routes whether belonging
to multiple flows or a single flow are possible to be made
active simultaneously in a multi-radio multi-channel environ-
ment. Though several upper-layer challenges, including packet
re-ordering problem, still remain questionable, in the proposed
WMN architecture, we observe the potential of multi-path
packet forwarding mechanism. We plan to investigate more
on the feasibility of implementing our mPDF protocol by
performing traffic engineering techniques in a real testbed.

III. PERFORMANCE EVALUATION

This section provides selected performance results derived
from performing our proposed resource allocation, channel
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Fig. 7. Aggregate network throughput vs. number of available radio interfaces
for maximal 3 orthogonal channels in the IEEE 802.1 lb environment using (a)
DIM and (b) IIM algorithms.

arrangement algorithms, and multi-path packet delivery function
(rnPDF) in a WMN. We describe the network environment
settings in Section III-A, followed by detailed numerical results
reported in Section III-B.
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A. Network Environment Settings

We generate a WMN in grid topology as illustrated in Fig. 6.
All mesh nodes are assumed to be stationary and spaced 200
meters apart from each other. We assume that the transmission
range is 250 meters and the interference range is 550 meters in
our network. The IEEE 802.11 MAC protocol with RTS/CTS
four-way handshaking mechanism is adopted in our channel
contention model.

gnd, N=744 Througiput=12i

B. Numerical Results
This subsection presents the numerical results. We adopt a

mixed integer linear programming (MIP) solving tool [1] to
perform the LP calculation. In the following presentation, we
vary several critical parameters, including available number of
channels and radio interfaces, network sizes and configurations,
gateway capacities, and effective link data rates to observe the
feasibility of our proposed methodology.

1) Varying Number of Available Channels and Interfaces:
In this subsection, we experiment on a 4 x 4 grid mesh
with 2 Internet gateways located at the upper-left and bottom-
right corners separately. The IEEE 802.1 lb environment with 3
orthogonal (non-interfering) channels is considered. Assume that
all mesh hosts have the same traffic requirement for both uplink
and downlink data flows. Denoted as U and L, the traffic upper
bound and lower bound are set to be 5 Mbps and 0.2 Mbps,
respectively. In addition, suppose that symmetric gateways are
used, each with bandwidth capacity B equal to 100 Mbps, and
that all wireless links have the same bit rate F equal to 5.5 Mbps.
Fig. 7 shows the results for the DIM and IIM strategies. As
we can see from this figure, the aggregate network throughput
grows as N and C increase. An interesting observation is that,
when 3 orthogonal channels are being used (C = 3), both
DIM and IIM yield 4 times the throughput of a single-channel
system (C = 1) by adding only 10 more (16+10=26 in total)
network interfaces (i.e., 1.625 NICs per mesh host in average).
In other words, to achieve the maximal network capacity with
3 channels available, it is not necessary to equip each mesh
host with 3 NICs for utilizing all available radio bandwidths.
Furthermore, as shown in Fig. 7, once the throughput saturates
at its maximum point, adding network interfaces contribute little

Fig. 8. The interface distributions and channel configurations for different
network sizes in the IEEE 802.1lg environment using the proposed DIM
algorithm.

to the performance, since the bottleneck now lies in the number
of orthogonal channels C. We have other sets of experiments on
802.1 la with 8 orthogonal channels available. we observe that
by using 54 network interfaces in total, averagely 3.4 NICs per
mesh host, we can maximize the network throughput, but the
details are omitted here due to page limit.

2) Varying Network Configurations: Next, we investigate
the impacts of different network configurations on aggregate
throughput. We vary the network configuration by changing F
function, network size, and gateway bandwidth capacities. Due
to space limitation, below we only report the results for various
network sizes.
We focus on the DIM algorithm, and vary network size

from 3 x 3 to 7 x 7 to verify the scalability of our proposed
strategy. We experiment on the IEEE 802.1lg system with
3 orthogonal channels. The rest of parameter settings is the
same as the previous experiment. Fig. 8 illustrates the derived
network interface deployment and channel bindings for different
network sizes. As we observe from the figure, hosts close
to gateways (including gateway itself) are usually equipped
with more radio interfaces, since Internet access is the main
purpose of our data packets. Because the two gateways have
identical bandwidth, the number of radio modules deployed at
the two gateways is almost the same. In addition, the network
throughputs are kept above 100 Mbps whether it is a small
(3 x 3) or large (7 x 7) grid, suggesting that the proposed strategy
is adaptable. Adaptability is critical for WMNs in designing
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U=20, L=0.2, B=500, F=(0,24],
N=16*[l+( C-1)*0.25]

IM

Number of Available Channels (

(b) Varying link capacity

Fig. 9. Throughput comparisons between single-radio and multi-radio systems
in the IEEE 802.1 la environment with (a) constant and (b) varying link bit rates.

an easy-to-deploy high-performance wireless mesh bakcbone
without paying much unnecessary attention to the network size
and routing path length.

3) Single-radio versus Multi-radio Systems: In the final ex-

periment, we go back to the 4 x 4 grid, and study the per-

formance improvement provided by multi-radio multi-channel
systems. We denote the Single-Interface strategy as SI, which
is adopted in the single-radio system. For single-radio networks
with varying link capacities, SI performs our LP calculations
for all available channels, and selects the best channel producing
the maximal throughput as our comparison base. For multi-radio
networks, we perform the proposed DIM and IIM algorithms to
manage available NICs and arrange channel bindings. Fig. 9
shows the throughput comparisons between single-radio and
multi-radio systems. The setting of N function is based on

the observations from our previous experiments in the 4 x 4
grid, making N to increase by 4 every time one more channel
is available to the network. As we can see from Fig. 9, the
advantage of using multiple radio interfaces on mesh hosts is
obvious, as the throughput performance can be easily boosted
up to 5 times that of the single-radio systems by equipping
reasonable number of NICs (< 3) on each mesh host.

IV. CONCLUSIONS

In this work, we propose an next-generation wireless mesh
architecture and design related resource allocation and chan-
nel assignment mechanisms to maximize the possible network
capacity at the deployment stage. The numerical results show
encouraging potential in terms of network throughput improve-
ment. We plan to investigate on the optimal arrangement by
letting the channel vector ci[k] unknown and solving the non-

linear programming model in the near future, so that we can

observe how close our proposed linear methodology is to the
optimal non-linear solution. The results will be reported in
our future paper. In addition, we are interested in the fairness
problem in WMNs. In this work, we realize the network-level
fairness by setting reasonable user traffic bounds (ui and l)
in our linear programming model and performing flow control
in the packet forwarding function. However, there is still short
of a link-level technique to prevent bandwidth occupancy from
favoring those users closer to Internet gateways. This MAC-layer
fairness issue will also be directed into our future work.
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