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This paper describes a threshold-based wake-up mechanism to reduce the battery power 
consumption of a mobile data handset. The threshold approach switches the system into 
the sleep mode when the memory queue for arriving packets is empty, and switches on 
the system when the number of packets in the memory queue is above a threshold value. 
We propose several adaptive schemes capable of dynamically selecting the threshold value 
for the threshold approach. An adaptive algorithm adjusts the threshold value based on 
a pre-defined packet-dropping probability, for which the switch-on rate is kept reasonably 
small to maintain the actual packet-dropping probability as close as the pre-defined value. 

Two strategies are used in the adaptive algorithm to adjust the threshold value: binary-
division and fixed-amount. Two calculation strategies are considered to measure the 
packet-dropping probability: window-averaging and leaky-bucket integration (LBI). Our 
study indicates that the binary-division strategy outperforms the fixed-amount strategy 
in adjusting the threshold value. Furthermore, with proper setting, the LBI strategy 
outperforms the window-averaging strategy. 

Keywords: adaptive scheme, packet-dropping probability, power consumption, sleep mode, 
switch-on rate, threshold, wake-up mechanism 

1. Introduction 

In the US today, wireline data traffic already exceeds voice traffic. Even in wireless 
telecommunications, data transmission promises more business opportunities than 
ever imagined. The convergence of personal computing, networking and wireless 
technologies will change the way we live forever. The Internet, specifically, the 
World Wide Web, has provided many data applications that can be accessed through 
the wireless networks. Furthermore, the advance of the third generation wide-band 
wireless technologies14,15 offers large volume data transmission. Thus, research in 
wide-band wireless data network becomes very important.12'13 
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To support wireless data applications, a personal data device is designed to be 
portable, where any add-on feature needs to be power-cautious.16 Since the opera­
tions of mobile handsets may significantly consume battery power, power consump­
tion is an important issue in mobile data handset design. Figure 1 illustrates a 
mobile data handset architecture that consists of three parts. 

• A data receiving unit is a fixed-size memory storage queue for packets received 
from wireless networks. 

• A data processing unit is a processor that handles received data. 
• A user interface unit provides input and output interfaces to the mobile user. 

One approach to reduce power consumption is to design a mobile data handset 
that supplies power separately to the three units.1'17 With this design, the data 
processing and user interface units can be shut down in the sleep mode while the 
data receiving unit is waiting for data from the network. Those two units will not 
be woken up until the data receiving unit receives incoming packets. The wake-up 
action is called switch-on and the frequency ST of switch-on is referred to as the 
switch-on rate. Once the data processing and user interface units are switched on, 
they work until the memory queue in the data receiving unit becomes empty. Then 
the two units enter the sleep mode again to conserve power. In the sleep mode, only 
the data receiving unit is awake to receive packets. This handset architecture can 
be viewed as a single-server queuing system with finite capacity.2'3,4 

Wireless 
Network 

Operating System 

-> 

4 
User 

Interface fc—IS 

Data Receiving Data Processing 

Fig. 1. A mobile d a t a handset archi tecture 

To wake up the data processing and user interface units immediately upon receipt 
of a packet may cause too many switch-on actions, and thus degrade the power 
efficiency.10 To avoid this problem, the data receiving unit can be designed to wait 
for more arrival packets before waking up the other two units. Specifically, a switch-
on action is performed only when there has been a certain number of packets in 
the memory queue. However, if we do not reserve enough space for the incoming 
packets, some packets may be dropped. Denote P& as the packet-dropping probability 
or the probability that an arriving packet is dropped. In designing the power-saving 
mechanism for wireless data handsets, an important goal is to reduce the switch-on 
rate Sr without significantly increasing the packet-dropping probability Pd. 

To achieve power saving by controlling the switch-on activities, we have proposed 
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Adaptive Schemes for Reducing Power Consumption of Mobile Data Handsets 71 

three wake-up approaches11: the threshold approach, the vacation approach, and the 
hybrid approach. These approaches switch the system into the sleep mode when the 
memory queue for arriving packets is empty. Suppose that the size of the memory 
queue in the data receiving unit is R. In the threshold approach, a threshold value 
r, where 1 < r < J?, is used to determine when to switch on the system. As soon 
as the number of packet arrivals reaches the value r, the data processing and the 
user interface units are woken up to start working. It is important to select the 
r value properly because the threshold value r affects the switch-on rate Sr and 
packet-dropping probability Pa at the same time. 

In the vacation approach, a timer is utilized to count when to wake up. Every 
time when the memory queue becomes empty, the data processing and user interface 
units enter the sleep (vacation) mode immediately, and the vacation timer starts 
counting down. The data processing and the user interface units come back to 
work by a switch-on action after the vacation time has expired.5 If there are packets 
waiting in the queue, then these packets will get served. After the data queue is 
empty, the data processing and the user interface units enter the sleep mode again. 
The hybrid approach combines both the threshold and the vacation mechanisms. In 
this approach, the data processing and the user interface units wake up either when 
the threshold r is reached or when the vacation time expires. 

In the above three approaches, the selections of the threshold value r (for the 
threshold approach) and the vacation time (for the vacation approach) significantly 
affect the performance of the system. It is clear that the selection of the thresh­
old value/vacation time depends on the incoming traffic. This paper focuses on 
the threshold approach. We propose adaptive mechanisms that, according to the 
incoming traffic, dynamically adjust the threshold value r so that packet dropping 
can be bounded to a pre-defined packet-dropping probability P%. Two strategies 
are used to adjust the threshold r: binary-division and fixed-amount. Furthermore, 
two strategies, window-averaging and leaky-bucket integration (LBI), are consid­
ered to calculate the actual packet-dropping probability P&. The adaptive approach 
compares Pd with P$ to determine if r should be adjusted. 

We propose an analytic model to derive the performance of the threshold ap­
proach when the incoming traffic is known. By changing the r values, optimal 
threshold values can be found in the analytic model. This optimal threshold will 
be used as a reference point for comparison. The adaptive mechanisms that do not 
have the knowledge of incoming traffic are investigated by simulation experiments. 
The performance of the adaptive mechanisms are compared with the optimal results 
to indicate "how good" the adaptive algorithms can be. 

2. Assumptions 

To model the threshold approach, we give the necessary assumptions in this section. 
We assume that the arrival packets to a handset are a Poisson process with rate A. 
Let random variable t be the inter-arrival time of two consecutive packets. Then t 
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is exponentially distributed.6 

Every arriving packet is stored in the memory queue of the data receiving unit. 
The arriving packet is dropped if the memory queue is full. The service times for 
processing the packets have an exponential distribution with the service rate /i. The 
packets are processed following the first-come first-served discipline. Several input 
parameters are considered in our model: 

r: the threshold value 
R: the size of the memory queue 
A: the packet arrival rate 
/x: the packet service (processing) rate 

Two output measures are investigated in our model: 

Sr: the switch-on rate 
Pd'. the packet-dropping probability 

In the threshold approach, if a larger threshold r is selected, then a smaller 
switch-on rate Sr is observed, which results in less battery power consumption of 
a handset. However, since the packet-dropping probability Pd increases when the 
threshold r becomes larger, the threshold r should be carefully selected to balance 
Sr against Pd. 

3. The Analytic Model 

An analytic model for the threshold approach is presented here. We derive the 
switch-on rate Sr and the packet-dropping probability Pd for a given r value. This 
part has been introduced in our previous work.11 We reiterate the model for the 
readers' benefit. 

In the threshold approach, a switch-on action is performed when the number of 
packets accumulated in the memory queue is above the threshold r. When r = 1, 
the handset switches on as soon as a packet arrives, and switches off when the queue 
becomes empty. In this case, the threshold approach can be modeled directly by 
an M/M/l/R queue. When r > 1, the state transition diagram for the stochastic 
process is shown in Figure 2, which consists of two groups of states. State s(i*) 
represents that there are i packets in the memory queue when the system is in the 
sleep mode, where 0 < % < r — 1. State s(j) represents that there are j packets 
in the queue when the system is in the active (wake-up) mode, where 1 < j < R. 
When the system is in the sleep mode, the stochastic process moves from state s(i*) 
to state s((i + 1)*) for 0 < i < r — 2 and from state s((r — 1)*) to state s(r) with 
rate A. When the system is in the active mode, the process moves from state s(i) 
to state s((i + 1)) with rate A for 1 < % < R — 1, and moves from state s(i) to state 
s((i — 1)) for 2 < i < R and from state s(l) to state s(0*) with rate JJL. 
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X 

Fig. 2. The threshold model with r > 1 

A switch-on action occurs when the process moves from state s((r — 1)*) to state 
s(r). Thus the switch-on rate Sr is computed as 

S r = AP[( r - l )* ] 

where P[i] denotes the stationary probability of state s(i). An arriving packet 
is dropped when the memory queue is full, i.e., when the process is at state s(R). 
Thus, the packet-dropping probability Pd is expressed as 

Pd = P[R] 

Based on the state transition diagram in Figure 2, when the system is in a steady 
state, the following equilibrium equations hold. 

AP[0*] = fiP[l] 

P[i*] = P[(% - 1)*] for 1 < * < r - 1 

(A + / i)P[l]=/xP[2] 

(A + n)P[i] = \P[i - 1] + pP[i + l]foi:2<i<r-loir + l<i<R-l 

(A + n)P[r] = XP[(r - 1)*} + XP[r - 1] + nP[r + 1] 

HP[R\ = XP[R - 1] 

After rearranging the above equations, the steady state probabilities for the states 
of the threshold approach are expressed as 

p\n = l*/\P[l] if * = 0 
P[(i - 1)*] if 1 < i < r - 1 

(3.1) 

and 
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{ /V(A + At)P[2] 
A/(A + n)P[i - 1] + ix/{\ + fi)P[i + 1] 

P\i] = 

ifi = l 
if 2 < i < r - 1 
oir + l<i<R-l 

A/(A + /i)(P[(r - 1)*] + P[r - 1]) + /i/(A + /i)P[r + 1] if i = r 
{ \/fiP[R-l] if i = R 

(3.2) 
with the constraint that 

r - l R 

Ep\i*]+Em = h 
i = 0 j = l 

(3.3) 

we solve the above equations using the Gauss-Seidel method7 by initializing P[0*] 
= P[V] = P[2*] = • • • = P[l] = P[2] = • • • = P[r] = • • • = P[R] = 1 / (R+r). Then 
both the packet-dropping probability Pd and the switch-on rate Sr can be obtained. 

Based on our analytic model, numerical examples are used to illustrate how the 
r value affects the output measures Sr and P^. In our examples, a memory queue 
of fixed size R = 100 is considered. Let the system workload p = X/ji. Three p 
values 0.5, 0.76, and 0.91 are considered. Simulation experiments are conducted to 
validate our analytic model. In Figure 3, the curves for both the analytical and 
simulation results are almost identical. Thus, the analytical results are consistent 
with the simulation experiments. 

CO 

—•— p=o.5(An£fytica) 

—•— p=0.76(Anctytical) 

£* p=0.9l (An^ytical) 

—•— p - 0.5 (Smulation) 

p=0.76 (Simulation) 

—+— p=o.9l (Simulation) 

, ,Vferf?ffiffi#ps|^^ 
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 

Threshold r 

0.007 H 

0.006 

0.005 

0.004 

0.003 

0.002 H 

0.001 

—•— p=0.5 (Analytical) 

- - • ••• p =0.76 (Analytical) 

» p =0.91 (Analytical) 

—•— p=0.5 (Smulation) 

p=0.76 (Smulation) 

p=0.91 (Smulation) 

5 10 15 20 25 30 35 40 45 50 55 ( 

Threshold r 
70 75 80 85 90 95 

(a) Switch-on rate Sr (b) Packet-dropping probability Pd 

Fig. 3. Effect of r on Sr and Pd(R = 100) 

Figure 3 shows both the switch-on rate Sr and packet-dropping probability Pd 
as functions of the threshold r. Figure 3 (a) indicates an intuitive result that Sr 

is a decreasing function of r. The non-trivial results are that, when r < 30, Sr 

is dramatically reduced as r increases. On the other hand, when r > 30, Sr is 
insignificantly affected by r. For P^, Figure 3 (b) indicates that Pd is an increasing 
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function of r. When r > 40, Pd is dramatically increased as r increases. On the 
other hand, when r < 40, Pd is insignificantly affected by r. Thus, we conclude that 
for this particular workload p = 0.91, 30 < r < 40 should be selected. Note that as 
p decreases, the range for selecting r becomes larger. For example, 25 < r < 80 is 
appropriate for p = 0.76, and 15 < r < 90 is appropriate for p = 0.5. Our example 
indicates that even if the system is in the heavy load situation (i.e., p = 0.91), an 
appropriate r range exists. However, the optimal r value cannot be determined if 
the traffic patterns to the handset are not known. In the subsequent sections, we 
show how to estimate the traffic patterns and thus the r value through adaptive 
mechanisms. 

4. The Adaptive Schemes 

This section proposes adaptive schemes to dynamically select the buffer threshold 
r for the threshold approach. These schemes adjust the r value based on the in­
coming traffic so that the packet-dropping probability can be maintained below a 
pre-defined value P | . Figure 4 illustrates the adaptive algorithm that is described 
in the following steps: 

Step 1. Initialize the threshold r at [R/2\ where R is the size of the memory queue. 
Step 2. Define a batch as consecutive Np packet arrivals. When the packets in the 
ith batch (where i > 1) have been received, the adaptive algorithm calculates the 
ith packet-dropping probability P^, denoted by Pd(i) (to be elaborated). 
Steps 3 and 4. If the calculated packet-dropping probability Pd(i) is larger than P^ 
then decrease the threshold r to reduce the packet-dropping probability. 
Steps 5 and 6. On the other hand, if the calculated packet-dropping probability 
Pd{i) is smaller than P | , the threshold r is increased to reduce the number of power 
switching. 

At Steps 4 and 6 of Figure 4, two strategies are considered to adjust the r value: 
the binary-division adjustment strategy and the fixed-amount adjustment strategy. 
The binary-division adjustment strategy uses a lower-bound value LB(i), an upper-
bound value UB(i), and the threshold r(i) for the ith adjustment, where i > 1. 
Initially, LB(0) = 0, UB(0) = i?, and 

r(0) = l(LB(0) + UB(0))/2\ = [R/2\ (4.1) 

If the calculated packet-dropping probability Pd(i) > P | , then set UB(i) to 
r(i — 1), LB(i) to LB(i — 1), and compute the new threshold as 

r(*) = L(^(*) + ^ ( t ) ) / 2 j (4.2) 

On the other hand, if Pd(i) < Pd*, then set LB(i) to r(i -1), UB(i) to UB(i -1), 
and compute the new threshold as 
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Initialize 

i = 0 
® 

For every Np packet arrivals 
y=y+i 

Calculate the packet-dropping 
probability /^ 0 

(6) Increase r 

(4) Decrease / 

Fig. 4. The adaptive algorithm 

m 

r(i) = [(LB(i) + UB(i))/2\ (4.3) 

If Pd(i) = Pd*, then LB(») = LB(i - 1), J7B(t) = UB{i - 1), and r(t) = r(t - 1). 
Figure 5 shows the r values after the 1st and 2nd adjustments. 

In the fixed-amount adjustment strategy, a fixed amount X is used to adjust the 
r value, where 0 < X < \R/2\. Initially, r(0) = [i?/2j. If the measured packet-
dropping probability Pd(i) > Pd, then 

r(») 
r{i-\)-X i f r ( i - l ) > X 
r(i - 1) if r{i - 1) < X 

(4.4) 

If Pd(i) < PI then 

, . , J r ( i - l ) + I ifr(i-l) + X<R 
r W - | r( i _ i) jfr(i-l) + X>R 

If Pd(i) = P*, then r(t) = r(i - 1). 

(4.5) 
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Initial 

PJX)>PJ PJXXPf 

1st adjustment /(1) = #4 r(l) = 3tf/4 

pjft<pf pp)>pd*y .PflXPf 

2nd adjustment r(2) = ffl\\ r(2) = 3M r(2) = 5^8 r(2) = 7ic/8 

Pig. 5. The binary-division adjustment strategy 

At Step 2 of Figure 4, two Pd(i) calculation strategies are considered: window-
averaging and leaky-bucket integration (LBI). Define Nd(i) as the number of dropped 
packets in the ith batch, where i > 1. In the window-averaging strategy, a window 
of size W is defined, and the portion of lost packets in the latest W batches are used 
to compute Pd(i) at the ith batch for i > 1; in other words, 

Pd(i) 
SU^tf) 

iNv 

y1. . W+l Nd(j) 
WNr, 

if i<W 

if* > W 
(4.6) 

The LBI strategy considers packet loss in all previous batches with different 
weights. A factor a, where 0 < a < 1, is introduced to reduce the impact of the 
"old" batches. Initially, let Pd(l) = Nd(l) / Np. For the ith batch, where % > 1, 

Pd(i) = aPd(i - 1) + (1 - a)Nd(i)/Np 

In LBI, the effect of very old batches disappears eventually. 

(4.7) 

5. Performance Evaluation of The Adaptive Schemes 

This section conducts simulation experiments to investigate the performance of the 
adaptive schemes. We first evaluate the two adjustment strategies, and then com­
pare the two Pd(i) calculation strategies. 

5.1. Performance of the adjustment strategies 

Assume that the size of the memory queue R = 100, Np = 1000, and pre-defined 
packet-dropping probability P$ = 0.0001. Other values for these parameters show 
similar results and are not presented here. 

With five values of the system workload p = A//x = 0.4, 0.5, 0.6, 0.7, and 0.8, 
Figure 6 illustrates the performance of the two adjustment strategies using the two 
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Fig. 6. Comparison of the binary-division and the fixed-amount strategies 
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calculation strategies. In the fixed-amount adjustment strategy, we consider X = 
2, 5, and 10. Figures 6 (a) and (c) plot the packet-dropping probability Pd , while 
Figures 6 (b) and (d) plot the switch-on rate Sr. Pd increases when p increases. For 
5 r , with light trafiic (p < 0.5), Sr increases as p becomes larger. In the light trafiic 
condition, the number of the queued packets is more likely to reach the threshold 
r a s p increases. On the other hand, with heavy trafiic (p > 0.5), Sr decreases as 
p increases. In the heavy trafiic condition, the handset is less likely to enter the 
sleep mode as p increases. This results in a decreasing number of power switching. 
Therefore, the Sr curves in Figures 6 (b) and (d) are convex. 

The results indicate that binary-division outperforms fixed-amount. That is, 
the binary-division strategy has smaller packet-dropping probability Pd and lower 
switch-on rate Sr compared with the fixed-amount strategy. In the remainder of 
this paper, we consider only the binary-division strategy. 

5.2. Performance of the Pd(i) calculation strategies 

This subsection studies the performance of the Pd(i) calculation schemes with the 
binary-division adjustment strategy. To investigate how quick our algorithms can 
adapt the incoming traffic, we dynamically change the packet arrival rates. Specif­
ically, after every 20,000 packet arrivals, we randomly switch the system workload 
p to 0.2, 0.4, 0.6, and 0.8 with equal probabilities. In the experiments, P% is set to 
0.0001. 
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Fig. 7. Effect of a on LBI(P<| = 0.0001 ,varied arrival rates) 

We first investigate the effect of a on the LBI strategy for the varied system 
workload. For P£ = 0.0001, Figure 7 plots the packet-dropping probability Pd and 
the switch-on rate Sr against a for the LBI strategy, where Np = 100, 1000, and 
10000. The figure indicates that Pd decreases as a increases, while Sr increases as 
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a grows. We note that Pd is close to P | if large a is selected. In other words, to 
accurately control P^, large a should be selected in the LBI calculation strategy. 
We also observe that for large a, the performance of LBI is less sensitive to the size 
of Np. 

Figure 8 illustrates the impact of Np on the two calculation strategies for the 
varied system workload. For P% = 0.0001, Figure 8 plots the packet-dropping prob­
ability Pd and the switch-on rate Sr against four values of Np: 100, 1000, 10,000, 
and 100,000. By increasing Np from 100 to 100000, Figure 8 (a) shows an average 
82.6% change for the Pd performance, while Figure 8 (b) illustrates an average 8.9% 
change for the Sr performance. Thus Pd is more sensitive to Np than Sr is. Fur­
thermore, to accurately control the Pd value (so that it is close to P | ) , large Np is 
required for W < 8 in window-averaging and a < 0.9 in LBI. On the other hand, 
with large W oi a values, the adaptive scheme can accurately control Pd with small 
number of samples (i.e., small Np). 

Wixfcwaveragng {W=1) 

Wirbwaueragng (H£4) 

Wncbwa£ragng(W*8) 

^-UBI(a=0.3) 

*-LB(ce=Q6) 
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1 1 1 1 1 1 

1000 
I I I I I l j 

10000 

I I I I I l l 

100000 

(a) Packet-dropping probability Pd (b) Switch-on rate Sr 

Fig. 8. Effect of NP(P2 = 0.0001,varied arrival rates) 

Define the packet-waiting time as the period between the time a packet arrives 
and when it is processed. Figure 9 plots switch-on rate and mean packet-waiting 
time against the packet-dropping probability where Np = 1000. Figures 9 (a) and 
(c) illustrate the switch-on rates Sr as functions of the packet-dropping probability 
Pd for the fixed system workload p= 0.5 and varied system workload, respectively. 
Figures 9 (b) and (d) show the mean packet-waiting times as functions of the packet-
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dropping probability Pd. 

For fixed system workload p= 0.5, Figure 9 (a) shows that the switch-on rates 
of the adaptive approaches are 1.5% - 3.9% higher than the optimal values derived 
from the analytic model. Note that the operation points optimized for the switch-on 
rates result in longer mean packet-waiting times. Figure 9 (b) indicates that the 
mean packet-waiting times of the adaptive approaches are 1.0% - 3.6% shorter than 
the values derived from the analytic model. Furthermore, for the fixed workload 
case, the calculation strategy with a lower switch-on rate results in a longer mean 
packet-waiting time, and vice versa. 

For varied system workload, Figure 9 (c) indicates that LBI with a = 0.6 has 
similar or better switch-on rate performance compared with window-averaging with 
W = 1, 4, and 8. Figure 9 (d) indicates that LBI with a = 0.6 outperforms window-
averaging (with W = 1, 4, and 8) in terms of the mean packet-waiting time. We 
conclude that, with a proper setting of a value, the LBI strategy outperforms the 
window-averaging strategy. For LBI, when a increases, the switch-on rate increases 
and the mean packet-waiting time decreases as in the fixed workload case. 

Figure 10 shows Pj as function of P | for the fixed system workload p= 0.5 
and varied system workload, respectively. This figure indicates how accurately the 
adaptive scheme can control P&. The optimal values (i.e. Pd = P£) are also drawn 
in the figures to show the ideal situation. The figure indicates that the window-
averaging strategy with larger W values and the LBI strategy with larger a values 
can control Pd more accurately. This conclusion is consistent with what we observed 
in Figure 8. 

6. Conclusions 

This paper studied a threshold-based wake-up mechanism, called the threshold ap­
proach, to reduce the battery power consumption of a mobile data handset. The 
threshold approach switches the system into the sleep mode when the memory queue 
for the arriving packets is empty, and switches on the system when the number of 
packets in the memory queue is above a threshold value. We proposed several adap­
tive schemes capable of dynamically selecting the threshold value for the threshold 
approach. Based on a pre-defined packet-dropping probability, the adaptive algo­
rithm adjusts the threshold value to control the actual packet-dropping probabil­
ity to be close to the pre-defined value. Two strategies are used in the adaptive 
algorithm to adjust the threshold value: binary-division and fixed-amount. Two 
calculation strategies: window-averaging and leaky-bucket integration (LBI), are 
considered to measure the actual packet-dropping probability that is used to decide 
the direction for adjusting the threshold value. 

The performance evaluation results showed that the binary-division adjustment 
strategy outperforms the fixed-amount strategy. Furthermore, with proper setting, 
the LBI strategy outperforms the window-averaging strategy. 
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Fig. 9. Switch-on rate and mean packet-waiting time as functions of packet-dropping 
probability(iVp = 1000) 
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Fig. 10. Actual and pre-defined packet-dropping probabilities(Np = 1000) 
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